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Summary

Maximally-polyvariant partial evaluation is a strategy for program specialization
that propagates static values as accurate as possible [4]. The increased accuracy
allows a maximally-polyvariant partial evaluator to achieve, among others, the
Bulyonkov effect [3], that is, constant folding while specializing an interpreter.

The polyvariant handling of return values avoids the monovariant return
approximation of conventional partial evaluators [14], in which the result of a
call is dynamic if one of its arguments is dynamic. But multiple return values
are the “complexity generators” of maximally polyvariant partial evaluation be-
cause multiple continuations need to be explored after a call, and this degree of
branching is not bound by a program-dependent constant, but depends on the
initial static values. In an offline partial evaluator, a recursive call has at most
one return value that is either static or dynamic.

A conventional realization of a maximally-polyvariant partial evaluator can
take exponential time for specializing programs. The online partial evaluator [10]
achieves the same precision in time polynomial in the number of partial-evaluation
configurations. This is a significant improvement because no fast algorithm was
known for maximally-polyvariant specialization. The solution involves applying
a polynomial-time simulation of nondeterministic pushdown automata [11].

For an important class of quasi-deterministic specialization problems the par-
tial evaluator takes linear time, which includes Futamura’s challenge [8]: (1) the
linear-time specialization of a naive string matcher into (2) a linear-time matcher.
This is remarkable because both parts of Futamura’s challenge are solved. The
second part was solved in different ways by several partial evaluators, includ-
ing generalized partial computation by employing a theorem prover [7], perfect
supercompilation based on unification-based driving [13], and offline partial eval-
uation after binding-time improvement of a naive matcher [5]. The first part re-
mained unsolved until this study, though it had been pointed out [1] that manual
binding-time improvement of a naive matcher could expose static functions to
the caching of a hypothetical memoizing partial evaluator.

Previously, it was unknown that the KMP test [15] could be passed by a
partial evaluator without sophisticated binding-time improvements. Known so-
lutions to the KMP test include Futamura’s generalized partial computation
utilizing a theorem prover [8], Turchin’s supercompilation with unification-based
driving [13], and various binding-time-improved matchers [1, 5].
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As a result, a class of specialization problems can now be solved faster than
before with high precision, which may enable faster Ershov’s generating exten-
sions [6,9,12], e.g., for a class similar to Bulyonkov’s analyzer programs [2]. This
is significant because super-linear program staging by partial evaluation becomes
possible: the time to run the partial evaluator and its residual program is linear
in the input, while the original program is not, as for the naive matcher.

This approach provides fresh insights into fast partial evaluation and accurate
program staging. This contribution summarizes [10, 11], and examines applica-
tions to program staging, and the relation to recursive pushdown systems.
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